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Abstract
We propose a new image enhancement method for JPEG images on the Internet that a sender who has high resolution images embeds enhancement codes for representing high frequency DCT coefficients into low frequency DCT coefficients, and receivers recover either low resolution JPEG coded images by using conventional JPEG decoder or high resolution images by using code extraction from low frequency DCT coefficients. This image transmission method can be thought as so called steganographic communication in case that these enhancement codes are kept secret. In order to implement the steganographic image communication, after the DCT size is extended from $8 \times 8$ to $16 \times 16$, SNRs are measured for images not only with setting all high frequency coefficients greater than $8 \times 8$ size to zeros, then processing IDCT of $16 \times 16$ size, but also with processing IDCT of $8 \times 8$ size. A scanning method for high frequency DCT coefficients is also proposed. The simulation experiments show the amount of enhancement codes for recovering quantized high frequency DCT coefficients and SNRs without embedding enhancement codes into low frequency DCT coefficients.
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1. INTRODUCTION
A high resolution image can be obtained by adding high frequency components to a low resolution image with some restricted bandwidth. On the other hand, an image enhancement method called super resolution (SR) is also used, if the high frequency components are estimated from only low resolution images without using high frequency signal information [1]. This problem is essentially ill-posed one and the precise recovering is impossible [2], because the estimated high frequency components are beyond the maximum frequency that is restricted by the sampling theorem. A reasonable reconstruction of the high frequency components needs a priori knowledge about the original image. For example, missing high frequency components are estimated by Bayesian estimation using multiple image frames of the same scene [3]. As mentioned above, conventional image enhancement technologies such as SR only estimate missing signals, so that these have restricted properties that rely on edge enhancement, nonlinear filtering, spline functional interpolation, and so on when a single image frame is available, though these have some advantages when several images are available.

A basic idea of communications with steganographic information-embedded image enhancement scheme is that the high frequency components are embedded in the low frequency components in the encoder, and then the embedded components are utilized to recover enhanced images in the decoder. For
In order to implement the steganographic image enhancement system, we have to study the frequency characteristics of DCT viewed as a filter bank, embedding method of high frequency component into low frequency signal, and human visual sensitivity against quality degradation by information embedding. This paper discusses basic experimental results toward the implementation of the steganographic image enhancement communication. First of all, a fundamental framework to design steganographic information embedding method based on the JPEG standard is described in Section 2. The simulation conditions for the experiments are presented in Section 3. The simulation results are demonstrated in Section 4, and conclusions are given in Section 5.

2. BASIC CONFIGURATONS

2.1 Encoder and decoder systems

This system assumes a couple of special encoder and decoder, and conventional decoders placed on the Internet. These encoder and decoders have the following functions.

(a) Special encoder: Original images with $2N \times 2N$ pixels are first transformed by $16 \times 16$ DCT, and

![Fig. 1 Notion of image enhancement with JPEG and steganographic data embedding.](image-url)
then the codes for the quantized high frequency DCT coefficients other than $8 \times 8$ coefficients are embedded in the LSBs of $8 \times 8$ quantized low frequency DCT coefficients. The $8 \times 8$ DCT coefficients are encoded using conventional JPEG entropy encoder. The output of the special encoder is conformed to the JPEG standard.

(b) Standard decoder: It receives a JPEG bit stream embedded high frequency components in $8 \times 8$ DCT coefficients, and decodes it to obtain a decoded image with $N \times N$-pixel resolution by conventional JPEG decoding procedure.

(c) Special decoder: It receives a JPEG bit stream embedded high frequency components in $8 \times 8$ DCT coefficients, and extract the quantized high frequency DCT coefficients to obtain $16 \times 16$ DCT coefficients, then a $2N \times 2N$-pixel resolution images are recovered by $16 \times 16$ IDCT.

One example for the encoder and the decoders’ arrangement is shown in Figure 1. The special encoder described above outputs a bit stream that has apparently different characteristics from that of the conventional JPEG encoder (e.g., the file size from the special encoder will be larger than that from the conventional JPEG encoder), so that the steganographic embedding may be identified using various statistical analysis. If the image content is not so valuable, no security guard will be necessary. Otherwise, it can be protected using secure methods such as encryption.

Figure 2 shows the configurations of the steganographic JPEG encoder/decoder and the standard JPEG decoder to implement the functions depicted in Figure 1. The individual functions are described below.

2.2 DCT/IDCT as filter bank system

2.2.1 $N$-point DCT and $N$-point IDCT

Let us consider a frequency characteristic of one dimensional DCT/IDCT system that the $N$-point IDCT is performed after setting zeros of the higher frequency coefficients other than lower $L$-point coefficients of the $N$-point DCT. This DCT/IDCT system is shown in Figure 3. The output of the system, $y(n)$, that the output of the $N$-point DCT, $X(n)$, is restricted up to lower $L$ points can be shown as follows by $N$-

point DCT/IDCT formula, which is same as that used in the JPEG standard.

\[
y(n) = \sum_{m=0}^{N-1} h_{n,m} x(m) = \frac{1}{N} \sum_{k=0}^{N-1} \sum_{m=0}^{N-1} h_{n,m} x(m) \cos\left(\frac{2\pi}{N} (m+1) k \pi\right) \cos\left(\frac{2\pi}{N} (n+1) k \pi\right) \frac{1}{2},
\]

where \(n\) is an integer, \(n = 0, 1, \ldots, N-1\). Then, as the coefficient of \(x(m)\) is a constant if \(n\) and \(m\) are determined, it is written by

\[
h_{n,m} = \frac{2}{N} \sum_{k=0}^{\frac{N}{2}-1} \cos\left(\frac{2\pi}{N} (m+1) k \pi\right) \cos\left(\frac{2\pi}{N} (n+1) k \pi\right) \frac{1}{2},
\]

and we get the following relationship from Eq. (1).

\[
y(n) = \sum_{m=0}^{N-1} h_{n,m} x(m), \quad n = 0, \ldots, N-1.
\]

Actually, Eq. (3) is constructed with \(N\) equations concerning with \(y(n), n = 0, \ldots, N-1\).

\[
\begin{align*}
y(0) &= h_{0,0} x(0) + h_{0,1} x(1) + \cdots + h_{0,N-1} x(N-1), \\
y(1) &= h_{1,0} x(0) + h_{1,1} x(1) + \cdots + h_{1,N-1} x(N-1), \\
&\vdots \\
y(N-1) &= h_{N-1,0} x(0) + h_{N-1,1} x(1) + \cdots + h_{N-1,N-1} x(N-1).
\end{align*}
\]

This set of equations can be seen as the following \(N\) FIR digital filters.

\[
\begin{array}{c}
x(0) \rightarrow X(0) \rightarrow y(0) \\
x(1) \rightarrow X(1) \rightarrow y(1) \\
\vdots \\
x(N-1) \rightarrow X(N-1) \rightarrow y(N-1)
\end{array}
\]

Fig. 3 \(N\)-point DCT/\(N\)-point IDCT system with only \(L\)-point coefficients.

\[
y(n) = h_{0,n} x(n) + h_{1,n} x(n+1) + \cdots + h_{N-1,n} x(n+1).
\]

By Z-transforming, we get

\[
\begin{align*}
Y_0(z) &= (h_{0,0} + h_{1,0} z^1 + \cdots + h_{N-1,0} z^{N-1}) X(z), \\
Y_1(z) &= (h_{0,1} z^1 + h_{1,1} z^2 + \cdots + h_{N-1,1} z^{N-1}) X(z), \\
&\vdots \\
Y_{N-1}(z) &= (h_{0,N-1} z^{N-1} + h_{1,N-1} z^{N-2} + \cdots + h_{N-1,N-1} z^0) X(z).
\end{align*}
\]

(5)

Therefore, if we define \(H_n(z) = Y_n(z)/X(z), n = 0, \ldots, N-1\), as a transfer function of the filter bank system, this can be written as

\[
H_0(z) = h_{0,0} + h_{1,0} z^1 + \cdots + h_{N-1,0} z^{N-1}, \\
H_1(z) = h_{0,1} z^1 + h_{1,1} + \cdots + h_{N-1,1} z^{N-2}, \\
\vdots \\
H_{N-1}(z) = h_{0,N-1} z^{N-1} + h_{1,N-1} z^{N-2} + \cdots + h_{N-1,N-1}.
\]

As a result, we get the transfer function of the filter bank system as follows.

\[
H_n(z) = \sum_{m=0}^{N-1} h_{m,n} z^{-m}, \quad n = 0, \ldots, N-1.
\]

The outputs of the FIR digital filter would not been seen as the summed result of each digital filters when they are constructed in parallel, because the final output signals of the system are not summed to obtain \(y(n)\) (i.e., \(N\) pieces of \(y(n)\) signals themselves are the output of the system). Therefore, \(H(z) \neq \sum_n H_n(z)\), where \(H(z)\) is an overall transfer function of the filter bank system. We assume instead that the expected transfer function is obtained when the outputs of these \(N\) digital filters are observed as an average. That is, we expect the spectrum amplitude of the overall transfer function \(|H(z)|\) as follows, which is derived from the digital filters of \(N\)-point DCT/\(N\)-point IDCT system.

\[
|H(z)| \leq \frac{1}{N} \sum_{n=0}^{N-1} |H_n(z)|.
\]

(9)

It is obvious that the overall transfer function is equal to 1 in case of \(L = N\).

Figure 4 shows \(|H_n(z)|, n = 0, 1, \ldots, 15\) and \(|H(z)|\) with \(N = 16\) and \(L = 8\), while Figure 5 shows \(|H(z)|\) with \(L = 8, 9, \ldots, 16\). These results show that the filter bank system has a low pass characteristic, and the attenuation magnitude of the stop band frequency is about 15 (dB).

2.2.2 \(N\)-point DCT and \(L\)-point IDCT \((L \leq N)\)

Let us consider a frequency characteristic of one dimensional DCT/IDCT system that the \(L\)-point IDCT \((L \leq N)\) is performed after discarding the higher frequency coefficients other than lower \(L\)-point coefficients of the \(N\)-point DCT. This DCT/IDCT system is shown in Figure 6. In this case, the gain of the output signal, \(y(n)\), resulted from the \(L\)-point IDCT is multiplied by \(\sqrt{L/N}\), because the order of the base cosine function is changed. Therefore, the output of the system, \(y(n)\), that the higher frequency coefficients of the \(N\)-point DCT, \(X(n)\), are discarded can be
shown as follows by \( N \)-point DCT/\( L \)-point IDCT formula, which is same as that used in the JPEG standard.

\[
y(n) = \frac{2^{\frac{L-1}{2}}}{N} \sum_{m=0}^{N-1} x(m) \left[ \cos \left( \frac{(2m+1)k \pi}{2N} \right) - \cos \left( \frac{(2n+1)k \pi}{2L} \right) \right] \]  
\tag{10}
\]

As discussed in 2.2.1, the coefficient of \( x(m) \) is a constant if \( n \) and \( m \) are determined, and it is written by

\[
g_{n,m} = \frac{2^{\frac{L-1}{2}}}{N} \sum_{k=0}^{L-1} \cos \left( \frac{(2m+1)k \pi}{2N} \right) - \cos \left( \frac{(2n+1)k \pi}{2L} \right) \] \frac{1}{2} \right],
\]

and we get the following relationship from Eq. (10).

\[
y(n) = \sum_{m=0}^{N-1} g_{n,m} x(m), \quad n = 0, \ldots, L - 1.
\tag{12}
\]

Actually, Eq. (12) is constructed with \( N \) equations concerning with \( y(n) \), \( n = 0, \ldots, N-1 \).

\[
y(0) = g_{0,0} x(0) + g_{0,1} x(1) + \cdots + g_{0,N-1} x(N-1),
\]

\[
y(1) = g_{1,0} x(0) + g_{1,1} x(1) + \cdots + g_{1,N-1} x(N-1),
\]

\[ \vdots \]

\[
y(L-1) = g_{L-1,0} x(0) + g_{L-1,1} x(1) + \cdots + g_{L-1,N-1} x(N-1).
\tag{13}
\]

This set of equations can be seen as the following \( N \) FIR digital filters.

\[
y_{1}(n) = g_{1,0} x(n) + g_{1,1} x(n+1) + \cdots + g_{1,N} x(n+N-1),
\]

\[
y_{2}(n) = g_{2,0} x(n-1) + g_{2,1} x(n-2) + \cdots + g_{2,N} x(n+N-2),
\]

\[ \vdots \]

\[
y_{L-1}(n) = g_{L-1,0} x(n-N) + g_{L-1,1} x(n-N+2) + \cdots + g_{L-1,N} x(n).
\tag{14}
\]

Fig. 6 \( N \)-point DCT/\( L \)-point IDCT system with only \( L \)-point coefficients.

By Z-transforming, we get

\[
Y_{1}(z) = (g_{1,0} + g_{1,1} z + \cdots + g_{1,N-1} z^{N-1}) X(z),
\]

\[
Y_{2}(z) = (g_{2,0} z + g_{2,1} z + \cdots + g_{2,N-1} z^{N-2}) X(z),
\]

\[ \vdots \]

\[
Y_{L-1}(z) = (g_{L-1,0} z^{-N} + g_{L-1,1} z^{-N+2} + \cdots + g_{L-1,N-1}) X(z).
\tag{15}
\]

therefore, if we define \( G_{n}(z) = Y_{n}(z)/X(z), \) \( n = 0, \ldots, N-1 \), as a transfer function of the filter bank system, this can be written as

\[
G_{1}(z) = g_{1,0} + g_{1,1} z + \cdots + g_{1,N-1} z^{N-1},
\]

\[
G_{2}(z) = g_{2,0} z + g_{2,1} z + \cdots + g_{2,N-1} z^{N-2},
\]

\[ \vdots \]

\[
G_{L-1}(z) = g_{L-1,0} z^{-N} + g_{L-1,1} z^{-N+2} + \cdots + g_{L-1,N-1}.
\tag{16}
\]

As a result, we get the transfer function of the filter bank system as follows.

\[
G_{n}(z) = \sum_{m=0}^{L-1} g_{n,m} z^{-m}, \quad n = 0, \ldots, L - 1.
\tag{17}
\]

If we assume that the expected transfer function is obtained when the outputs of these \( N \) digital filters are observed as an average as discussed in 2.2.1, the transfer function \( |G(z)| \) is expressed as follows, which is derived from the digital filters of \( N \)-point DCT/\( L \)-point IDCT system.

\[
|G(z)| = \frac{1}{L} \sum_{n=0}^{L-1} |G_{n}(z)|.
\tag{18}
\]

It is obvious that the overall transfer function is equal to 1 in case of \( L = N \).

Figure 7 shows \( |G_{n}(z)| \) \((n = 0, 1, \ldots, 7)\) and \( |G(z)| \) with \( N = 16 \) and \( L = 8 \), while Figure 8 shows \( |G(z)| \) with \( L = 8, 9, \ldots, 16 \). These results show that the filter bank system has a low pass characteristic, and the attenuation magnitude of the stop band frequency is around 10 to 15 (dB).

2.3 Scanning of higher frequency DCT coefficients and its code representation

The special encoder is divided into two parts: one is for encoding \( 8 \times 8 \) DCT coefficients within \( 16 \times 16 \) DCT coefficients, the other is for encoding \( 16 \times 16 \) DCT coefficients other than lower \( 8 \times 8 \) DCT coefficients. For extracting the latter higher frequency DCT coefficients, we employ a scanning method with inverse L-shaped pattern as shown in Figure 9.

In this case, the numbers of scanned quantized DCT coefficients are,

first scan: \( 9 + 9 - 1 = 17 \) coefficients,

second scan: \( 10 + 10 - 1 = 19 \) coefficients,

third scan: \( 11 + 11 - 1 = 21 \) coefficients,

\[ \vdots \]

8-th scan: \( 16 + 16 - 1 = 31 \) coefficients,

hence, the total number of scanned coefficients is \( 17 + 19 + 21 + \ldots + 31 = 192 \). The encoded data with run-length Huffman encoding method are embedded in \( 8 \times 8 = 64 \) lower frequency DCT coefficients.
As shown in Figure 2, it is possible to define that the quality factors ($QFs$) for lower $8 \times 8$ DCT coefficients and higher $16 \times 16$ DCT coefficients other than $8 \times 8$ have different values of $QF_1$ and $QF_2$, respectively. The quantization step size $A$, is computed as follows using the quality factor, $QF \in \{1, 2, \ldots, 99\}$ when the default quantization step size is $B_i$.

$$A = \begin{cases} \frac{B_i \cdot S + 50}{100} & \text{if } QF = 50, \\ \frac{200 - 2QF}{5000/QF} & \text{for } QF > 50, \\ \frac{5000/QF}{QF} & \text{for } QF \leq 50. \end{cases}$$

If $QF = 50$, then the quantization is set as the default value. The quality factors of $QF > 50$ and $QF < 50$ give high quality quantization (low compression rate) and low quality quantization (high compression rate), respectively. For example,

- If $QF = 50$,
  $$A = \left[\frac{5000/QF}{QF}\right] = B_i.$$

- else if $99 \geq QF > 50$,
  $$A = \left[\frac{200 - 2QF + 50}{100}\right] = B_i \left[\frac{2 \cdot QF}{50}\right].$$

- else if $1 \leq QF < 50$,
  $$A = \left[\frac{5000/QF + 50}{100}\right] = B_i \left[\frac{QF}{2}\right].$$

In order to make the encoding of the enhancement data easy, we use default run-length Huffman codes for zigzag scanning of $8 \times 8$ quantized DCT coefficients for luminance and chrominance components. Here, if all the coefficients in the higher frequency domain is zero, then a specific code of EOB (end of block) is assigned to express the state, so that the enhancement code is 4-bit “1010” for the luminance component and 2-bit “00” for the chrominance component in such a case, and these codes give minimum code length. Of course, the amount of the enhancement codes depends on the quality factor for the higher frequency DCT coefficients as described above.

### 3. EXPERIMENT CONDITIONS

Now, we explain the subjects that should be clarified by the simulation experiments.

1. The quality factor for the $8 \times 8$ DCT coefficients that makes the quantization noise invisible when $8 \times 8$ DCT coefficients are inverse transformed with $16 \times 16$ IDCT.

2. As discussed in 2.2.1 and 2.2.2, DCT/IDCT system can be viewed as a filter bank and the attenuation magnitude in the stop band frequency is around 10 to 15 (dB). This attenuation magnitude may be too small to make the ringing artifacts invisible. In order to prevent the artifacts, we employ two approaches: The first is to clarify the number of scans to prevent the ringing artifacts when the number of scans of the higher DCT coefficients becomes $9 \times 9, 10 \times 10, \ldots, 16 \times 16$ (in this case, the parameter is the quality factor for lower frequency DCT coefficient quantization). The second is to clarify the quality factor to prevent the ringing artifact when all the $16 \times 16$ DCT coefficients are used (in this case, the parameter is the quality factor for the higher frequency DCT coefficient quantization).

3. In case of (2), how much the amount of the enhancement codes compared with the resulting JPEG entropy codes is, and how much the rate described above decreases when the quality factor of the lower frequency DCT coefficients increases. In other words, what is the characteristic of the payload for the enhancement codes?

4. Do the results from (1) through (3) change with different image contents and the pixel resolution of original images?

In order to consider the above mentioned subjects, we divide the experiment into three phases, i.e., phases I to III. Note that the actual embedding of the enhancement codes into the lower frequency DCT coefficients is not implemented, because we treat it as a further study in conjunction with a subjective
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test. The experiment phases I to III are as follows:

I. The SNRs for which reduced-size JPEG coded image and original-size JPEG coded image without image enhancement (i.e., scan = 0) are measured with various quality factors of the lower frequency DCT coefficient quantization. These SNRs include three measurements: SNR\text{lowres} that is computed using reduced-size JPEG coded image and 16 × 16 DCT/8 × 8 IDCT image as a reference, SNR\text{impact} that is computed using original-size JPEG coded image with scan = 0 and original high resolution image as a reference, and SNR that is computed using only low-passed original-size 16 × 16 DCT/16 × 16 IDCT with zero higher frequency and original high resolution image as a reference. The compression ratio of the reduced-size JPEG coding is also measured. These measurements are applied to the three chrominance formats of 4:4:4, 4:2:2, and 4:1:1. A simple subjective test is performed to obtain a guideline needed for the quality factor of the lower frequency DCT coefficients in case of scan = 0 (the quality factors, \(QF_1\), are selected as 40, 45, 50, 55, ..., 90, 95 with step of 5).

II. In addition to the conditions of experiment phase I, the quality factor, \(QF_1\), needed to make the artifacts invisible should be confirmed when the enhancement codes are used to recover the original-size JPEG encoded image. In order to obtain a fundamental property, the amount of enhancement codes is measured with various combinations of the quality factor of the higher frequency DCT coefficients, \(QF_2\), and the number of scans. More precisely, An average, maximum, and minimum amount of enhancement codes per block (16 × 16 region) for a combinations of scan = 1, 2, ..., 8 and \(QF_2\) = 40, 45, 50, 55, ..., 90, 95 with step of 5. In this experiment, \(QF_2\) is irrelevant to the results

III. The steganographic data embedding is equivalent to adding quantization distortion to 8 × 8 DCT coefficients. Therefore, an experiment that investigates a ratio of the amount of enhancement codes to that of JPEG bit stream gives a fundamental property of the steganographic data embedding system when the quality factors of both lower and higher frequency DCT coefficients are changed. The ratio of the amount of enhancement codes to JPEG bit stream is measured using a combination of \(QF_1\), \(QF_2\) = 40, 45, 50, 55, ..., 90, 95 with step of 5.

Six test images used in the experiment is described in Table 1 and Figure 10. L1, L2, and L3 are comparatively low resolution images, while H1, H2, H3 are comparatively high resolution images. The image L1 is SIDBA image, and the images L2 and L3 are obtained from [1] and clipped away to obtain center regions. The images H1, H2, and H3 are all from [2] and clipped away to obtain 2048 × 2048 region.

<table>
<thead>
<tr>
<th>Name</th>
<th>Pixel resolution</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>W512 × H512</td>
<td>Lena</td>
</tr>
<tr>
<td>L2</td>
<td>W672 × H544</td>
<td>Barbara</td>
</tr>
<tr>
<td>L3</td>
<td>W672 × H544</td>
<td>Goldhill</td>
</tr>
<tr>
<td>H1</td>
<td>W2048 × H2048</td>
<td>rgb in SHIPP</td>
</tr>
<tr>
<td>H2</td>
<td>W2048 × H2048</td>
<td>p2rgb in SHIPP</td>
</tr>
<tr>
<td>H3</td>
<td>W2048 × H2048</td>
<td>p3rgb in SHIPP</td>
</tr>
</tbody>
</table>

4. EXPERIMENT RESULTS

4.1 Experiment phase I

• Experiment conditions
1. No scanning is performed for higher frequency DCT coefficients (i.e., scan = 0).
2. The chrominance formats are 4:4:4, 4:2:2, and 4:1:1.
3. 12 \(QF_1\) are selected as 40, 45, ..., 90, 95 with step of 5.

• Measured items
1. SNR\text{impact}, that is measured as a SNR of low-pass filtered original-size JPEG coded image (scan = 0) for various \(QF_1\) values against original pixel resolution image.
2. SNR\text{lowres}, that is measured as a SNR of reduced-size JPEG coded image for various \(QF_1\) values against the output of 16 × 16 DCT/8 × 8 IDCT filter bank system.
3. Compression ratio of reduced-size JPEG encoded image.

• Measured results
The measured results of SNR\text{impact} and SNR\text{lowres} are shown in Figures 11 and 12. The compression ratios
for images L1, L2, and L3 are lower than that for images H1, H2, and H3. These results mean that the images L1, L2, and L3 have more high frequency components than the images H1, H2, and H3. Specifically, as shown in Figure 11, images L1, L2, and L3 have low SNR in high frequency components, so that the large aliasing effect is expected by the low pass filtering with 16 x 16-point DCT/8 x 8-point IDCT system. On the other hand, images H1, H2, and H3 have comparatively small high frequency components, and, of these, the high frequency component of image H1 is extremely low. A simple subjective experiment shows that some image degradations are detected for L1 with $QF_1 < 90$ when the image is magnified on a 23-inch HD LCD monitor.

4.2 Experiment phase II

- Experiment conditions
  1. 8 scanning modes are employed (scan = 1, 2, ..., 8).
  2. The chrominance formats are 4:4:4, 4:2:2, and 4:1:1.
  3. 12 $QF_2$ are selected as 40, 45, ..., 90, 95 with step of 5.
  4. The default step sizes for higher frequency DCT coefficients are all set to 99.

- Measured items
  Average, maximum, and minimum values of enhancement codes per block (16 x 16 region) in bits for various combinations of scan = 1, 2, ..., 8, $QF_2 = 40, 45, 50, 55, ..., 90, 95$ with step of 5, and three chrominance formats.

- Measured results
  The average enhancement code length per block (16 x 16 region) for luminance component of images L1 and H2 is shown in Figure 13. For the 6 images used in the experiment, the minimum enhancement code lengths for luminance Y component and chrominance UV components are 4 and 2 bits, respectively. This means these images have at least one block that the entire quantized high frequency DCT coefficient is zero. In case that the quality factor for the higher frequency DCT coefficients, $QF_2$, is smaller than 50, the enhancement code lengths per block for chrominance components are mostly 2 bits in both average and maximum values, therefore it can be concluded that the higher frequency for chrominance components scarcely contribute to the image enhancement.

For comparatively low resolution images L1, L2, and L3, the enhancement code length per block for luminance component is around 100 bits even though the quality factor, $QF_1$, is small, when entire frequency components are used for image enhancement (i.e., scan = 8). The 8 x 8 DCT coefficients utilized to embed the enhancement codes is at most 64 even if they contain no zero-value DCT coefficients (in general, it is known from studies on watermarking and steganography [6] that an embedding into zero-value DCT coefficient leads to a large image degradation), so that, for example, a data embedding into at least 2 LSBs should be considered for 100-bit enhancement codes. Because this data embedding degrades the SNR of lower frequency DCT coefficients, the quality factor for the lower frequency DCT coefficients, $QF_1$, needs to be sufficiently large in order to keep the visual image quality unchanged even if such amount of enhancement codes are embedded. Another approach for alleviating this problem is to decrease the number of scans for high frequency DCT coefficients. In this case, however, it will not be preferable for images that have large high frequency components, as these components to be recovered are restricted. How to balance the magnitude of the quality factors, $QF_1$ and $QF_2$, in terms of overall visual image quality is a future work.

On the other hand, for the images H1, H2, and H3, which have higher resolution than the images L1, L2, and L3, the enhancement code length for the luminance component is less than 100 bits when the quality factor for the high frequency DCT coefficients, $QF_2$, is relatively small, so that the SNR degradation with the LSB embedding is expected to be small in this case.

4.3 Experiment phase III

- Experiment conditions
  1. 8 scanning modes are employed (scan = 1, 2, ..., 8).
  2. The chrominance formats are 4:4:4, 4:2:2, and 4:1:1.
  3. 12 $QF_1$ and 12 $QF_2$ are selected as 40, 45, ..., 90, 95 with step of 5.
  4. The default step sizes for higher frequency DCT coefficients are all set to 99.
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Moreover, in order to embed the enhancement codes into the LSBs of low frequency DCT coefficients, it should be considered that at least 2 LSBs are used for that embedding. The rate of the amount of enhancement codes against that of JPEG bit stream can be restricted within about 10% using an appropriate combination of quality factors for quantization of lower and higher frequency DCT coefficients from the experiment phase III.

The most important problems to implement the proposed method are how to embed the enhancement codes into the LSBs of 8×8 DCT coefficients and how to balance the quality factors of lower and higher frequency DCT coefficients. These issues must be solved through subjective image quality tests, though the subjective evaluation depends on many viewing conditions, such as monitor size, magnification ratio, and so on. For this reason, we decided to study the problem of image quality assessment in conjunction with the embedding method for the enhancement data.

Our future topics are to study how to embed the enhancement data and how to balance the quality factors based on subjective evaluation.
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Fig. 4 Frequency response $|H_1|$ and $|H_2|$ of DCT/IDCT system with zero high frequency. ($N = 16, L = 8$)

Fig. 5 Frequency response $|H|$ of DCT/IDCT system with zero high frequency. ($N = 16, L = 8, ..., 16$)

Fig. 7 Frequency response $|H_1|$ and $|H_2|$ of DCT/IDCT system with discarding high frequency. ($N = 16, L = 8$)

Fig. 8 Frequency response $|H|$ of DCT/IDCT system with discarding high frequency. ($N = 16, L = 8, ..., 16$)

Fig. 10 Test images.

Fig. 11 SNR$_{lowpass}$ vs. quality factor in lower frequency.
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**Fig. 12** SNR\textsubscript{lowres} vs. quality factor in lower frequency.

**Fig. 13** Average enhancement code length per block.

**Fig. 14** Ratio of enhancement codes to JPEG codes.